Spatiotemporal profiles of visual processing with and without primary visual cortex
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A B S T R A C T

The spatiotemporal profiles of visual processing are normally distributed in two temporal phases, each lasting about 100 ms. Within each phase, cortical processing begins in V1 and traverses the visual cortical hierarchy. However, the causal role of V1 in starting each of these two phases is unknown. Here we used magnetoencephalography to study the spatiotemporal profiles of visual processing and the causal contribution of V1 in three neurologically intact participants and in a rare patient (GY) with unilateral destruction of V1, in whom residual visual functions mediated by the extra-geniculostriate pathways have been reported. In healthy subjects, visual processing in the first 200 ms post-stimulus onset proceeded in the two usual phases. Normally perceived stimuli in the left hemifield of GY elicited a spatiotemporal profile in the intact right hemisphere that closely matched that of healthy subjects. However, stimuli presented in the cortically blind hemifield produced no detectable response during the first phase of processing, indicating that the responses in extrastriate visual areas during this phase are determined by the feedforward progression of activity initiated in V1. The first responses occurred during the second processing phase, in the ipsilesional high-level visual areas. The activity then spread forward toward higher-level areas and backward toward lower-level areas. However, in contrast to responses in the intact hemisphere, the back-propagated activity in the early visual cortex did not exhibit the classic retinotopic organization and did not have well-defined response peaks.

© 2012 Elsevier Inc. All rights reserved.

Introduction

A substantial portion of conscious vision is mediated by the geniculostriate visual pathway, which relays visual information from the retina to the primary visual cortex (V1) and then to the extrastriate cortices. The cortical processing in this pathway begins in V1 at about 40–50 ms post-stimulus onset and proceeds rapidly through low- and mid-level retinotopic extrastriate areas (V2–V5) (Grill-Spector and Malach, 2004; Lamme and Roelfsema, 2000; Poghosyan and Ioannides, 2007). Within the first 100 ms after stimulus exposure activity spreads beyond the retinotopic areas proceeding toward high-level, largely non-retinotopic visual areas (Ioannides and Poghosyan, 2012; Liu et al., 2009; Meeren et al., 2008; Okazaki et al., 2008). The second phase of activity through the same areas occurs in the next 100 ms interval (Ioannides and Poghosyan, 2012; Meeren et al., 2008; Sugase et al., 1999). Within each phase cortical processing begins in V1 and traverses the visual cortical hierarchy (Ioannides and Poghosyan, 2012).

Substantial visual processing is also mediated by the extra-geniculostriate pathways that bypass V1 and project directly to the extrastriate cortex. In fact, patients with cortical blindness following damage to V1 can retain some residual visual capability in the absence of awareness (“blindsight” phenomenon) (Poppel et al., 1973; Weiskrantz, 2009b; Weiskrantz et al., 1974). Hemicranic patient GY, who sustained selective early damage to his left V1 can effectively discriminate stimuli presented in his (right) blind hemifield (Cowey and Stoerig, 2004; de Gelder et al., 1999; Schurger et al., 2006; Tamietto et al., 2009, 2010; Weiskrantz et al., 1995; Zeki and Fytche, 1998). Neuroimaging studies on patient GY have found that his intact right occipital lobe and the intact portions of his left (lesioned) occipital lobe show conventional retinotopic organization (Baseler et al., 1999). However, when stimuli are presented...
in the blind hemifield, activity is restricted to dorsal and/or ventral extrastriate areas and shows abnormal retinotopic organization (Barbur et al., 1993; Goebel et al., 2001; Sahraie et al., 1997; Tamietto et al., 2010; Zeki and Ffytche, 1998).

Notably, however, no study has identified the precise spatiotemporal sequence of visual cortical responses following presentation of stimulus in the cortically blind hemifield, or has directly contrasted these spatiotemporal profiles with those elicited by the same stimuli in the intact hemifield. Furthermore, it is not yet known when and where the first such cortical response appears, or how it spreads thereafter along the adjacent cortical areas, and what, if any, is the causal contribution of V1 to this activity.

In the present study we used magnetoencephalography (MEG) together with a distributed source model (Ioannides et al., 1990; Taylor et al., 1999) to estimate with millisecond time accuracy the spatiotemporal properties of neural activity elicited by checkerboard-pattern stimuli placed in different portions of the visual field. We first documented the key spatiotemporal features of visual stimulus processing in three normal subjects, substantially extending the analysis of data reported earlier (Poghosyan and Ioannides, 2007). We then described the neural processing in the intact and damaged hemisphere of GY in response to the same stimuli and in reference to that of the three control subjects.

Methods

Subjects

Patient GY

GY is a 56-year-old man with right hemianopia and “blindsight” following selective damage to his left V1 suffered at the age of 7, as the result of a traumatic brain injury. GY’s visual system has been previously tested in behavioral and psychophysiological experiments, as well as with fMRI and diffusion-tensor imaging methods, see (Baseeler et al., 1999; Goebel et al., 2001; Tamietto and de Gelder, 2010; Tamietto et al., 2010). The procedure used to map GY’s visual field in the current study is described in Supplementary methods.

The MEG experiment with GY was conducted at the MEG unit of the ULB-Hôpital Erasme, Brussels. The resident ethical committee approved the study, which was performed in accordance with the ethical standards laid down in the 1964 Declaration of Helsinki. GY gave informed consent to participate in the study.

Controls

Three healthy right-handed male subjects aged 26–28 years, participated in the MEG experiment. All had normal vision. For each subject, the experiment was repeated on three different days. All experiments with normal subjects were conducted at RIKEN Brain Science Institute in Wako-shi, Japan. RIKEN’s ethics committee approved the study, and all the subjects gave informed consent. In an earlier publication (Poghosyan and Ioannides, 2007) we reported the analysis of the averaged data from a subset of the runs from this experiment with emphasis on the reproducibility of the results across different experimental days.

Stimuli and experimental design

Patient GY

GY was comfortably seated in a magnetically shielded room (MSR). The stimuli were delivered via a DLP projector (Model PT-D7700E, Panasonic, New Jersey, USA) located outside the MSR. Images were back-projected on a screen inside the MSR via an optical periscope.

Nine different locations of the visual field were stimulated, one at a time, using circular checkerboard patterns. The same parameters were used as for the control subjects for luminance and contrast levels (see Controls section), with slight modifications in size and locations made to ensure that the stimuli presented in the right visual hemifield fell entirely within the blind field of GY. Specifically, each stimulus had a radius of 4° and a check size of 1° (Fig. 1A). Normally the stimuli were presented centered on the visual vertical meridian (3.6° above and below the fixation), horizontal meridian (10° to the left and right of the fixation) and in the visual field quadrants 10° horizontally and 3.6° vertically off the visual meridians: on the upper visual meridian (UVM), lower visual meridian (LVM), left horizontal meridian (LHM) and right horizontal meridian (RHM), and in the upper right (UR), lower right (LR), upper left (UL) and lower left (LL) visual field quadrants. The central (near-fovea) stimulus was centered 1.5° to the left of the fixation in order to be entirely within the intact portion of the visual field. The stimulus in the UR quadrant was centered slightly closer (1°) to the horizontal meridian (at 2.6° above the meridian) than the homologous stimulus in the UL quadrant. In this work we focus on the

Fig. 1. Schematic image of stimuli. A. Stimuli used in the experiment with GY. Circular checkerboard patterns with radius of 4° were presented one at a time on the vertical and horizontal visual meridians, and in each quadrant of the visual field. Normally the stimuli were placed along the vertical lines passing through the central fixation (visual vertical meridian), and 10° to left and right of it; and along the horizontal lines passing through the central fixation (visual horizontal meridian), and 3.6° above and below it. The stimulus at the fixation (fovea) was centered 1.5° off the fixation into the left visual field so as to fall entirely in the intact portion of the visual field. The stimulus in the upper right quadrant was centered at 10° to the right of the fixation (as the normal stimuli) and at 2.6° above it. All stimuli had a check size of 1°. B. Stimuli used in the experiments with controls. Circular checkerboard patterns with radii of 2.5° and 4° were presented one at a time on the vertical and horizontal visual meridians, and in each quadrant of the visual field along its 45° diagonals in random order at 4° and 9° eccentricities, respectively. All stimuli had a check size of 1°.
comparison between the responses to stimuli falling entirely within the blind part of the right visual hemifield and within the homolocal locations of the sighted left hemifield. The results from the vertical meridian stimulations are primarily used for delineation of the early visual areas; we will not consider further the data from the near-foveal stimulation in the current manuscript.

In one run, each visual field location was stimulated 10 times. Five such runs were recorded, thus across the runs each visual field location was stimulated 50 times. Locations were stimulated in random order. Each stimulus was displayed for 500 ms, with an interstimulus interval randomized between 400 and 600 ms. The subject was instructed to fixate on a small red cross at the center of the display throughout the run and to try not to make any eye movements. GY was questioned at the end of each of the 5 runs about his visual experience. In all occasions GY reported no awareness whatsoever of visual stimuli presented in his blind hemifield.

Controls

The subjects were comfortably seated in a MSR. The stimuli were delivered via a fiber-optic goggle system (Avotec Inc., Jensen Beach, FL, USA), which subtended 30°×23° of visual angle.

Sixteen different locations of the visual field were stimulated, one at a time, using circular checkerboard patterns, with the check size of 1° (Fig. 1B). The luminance of the dark and light checks, as measured with a photometer, was 5 and 90 cd/m² respectively, thus the Michelson contrast and mean luminance of the checkerboard pattern stimuli were 89% and 47.5 cd/m² respectively. Stimuli at two different eccentricities, 4° (parafoveal) and 9° (peripheral), were presented centered on the visual vertical meridian (upper and lower to the fixation), horizontal meridian (left and right to the fixation) and in the visual field quadrants along the 45° diagonals. Parafoveal and peripheral stimuli had radii of 2.5° and 4° respectively. The larger size of the stimulus presented at the peripheral locations did not compensate fully for the cortical magnification factor (Rovamo and Virsu, 1979).

Stimuli at different eccentricities (i.e. at 4° and 9°), and on and off (i.e. in the quadrants) visual meridians were presented in different runs. Hence in each run the stimulus was presented at four visual field locations, a total of 240 times — 60 to each location. Locations were stimulated in random order. Each stimulus was displayed for 500 ms, with an interstimulus interval randomized between 400 and 600 ms. The subject was instructed to fixate on a small red cross at the center of the display throughout the run and to try not to make any eye movements.

MRI data preprocessing and coregistration

Patient GY

A high-resolution anatomical MRI of GY was taken with a 3-T Siemens Magneton Allegra scanner in Erlangen, Germany. Cortical reconstruction and volumetric segmentation were performed using a fully automated analysis pipeline provided with the Freesurfer image analysis suite, which is documented and freely available for download online (http://surfer.nmr.mgh.harvard.edu/). GY’s lesion was manually traced on the high-resolution anatomical MRIs of control subjects were taken with a 1.5-T Siemens Magneton Symphony scanner in Tokyo, Japan. The cortical reconstruction and volumetric segmentation were performed using the same fully-automated Freesurfer analysis pipeline as was used for GY.

The co-registration of MEG and MRI data for each control subject was performed using a special method that provides a co-registration accuracy of about 1 mm (Hironaga and Ioannides, 2002). The details of the performed procedures can be found elsewhere (Poghosyan and Ioannides, 2007).

Supporting fMRI experiment

The supporting fMRI experiment with control subjects was conducted using a Varian Unity Inova 4-T whole-body MRI system (Varian NMR Instruments, Palo Alto, CA) equipped with a Magnex head gradient system (up to 3.4 gauss/cm with a rise time of ~160 μs, Magnex Scientific Ltd., Abingdon, UK). During the recording, the subject’s head was fixed using a bite bar. Two pressure sensors were also placed around the subject’s head to monitor any head motion. The functional data were acquired using multishot T2*-weighted echo-planar imaging pulse sequence (TR=600 ms; TE=15 ms; flip angle=40°, sampling bandwidth = 102.4 kHz). More details of the fMRI experiment can be found elsewhere (Cheng et al., 2001).

The stimuli were delivered to the subject’s eyes via a pair of independently controlled fiber-optic bundles (Silent Vision binocular glasses, Avotec Inc., Jensen Beach, FL, USA) subtending 30°×23° of visual angle. To identify the borders between V1 and V2 visual areas vertical meridian was stimulated using a vertically oriented bow tie-shaped black/white checkerboard with contrast reversal at 7.5 Hz on a gray background.

MEG data acquisition and preprocessing

Patient GY

MEG signals for GY were collected at the MEG unit of the ULB-Hôpital Erasme, Brussels using the 306-channel (204 planar gradiometers and 102 magnetometers) whole-head Vectorview MEG system (Elekta Neuromag Oy, Helsinki, Finland). The detailed characteristics of the system can be found elsewhere (De Tiège et al., 2008). The MEG signals were recorded with a passband of 1–330 Hz at a sampling rate of 1000 Hz. Vertical and horizontal electrooculogram (EOG), and electrocardiogram (ECG) were recorded in synchrony with MEG signals. The position of the subject’s head relative to MEG sensors was continuously monitored by feeding current to four head localization coils attached to the scalp.

Controls

MEG signals for normal subjects were collected at the Laboratory for Human Brain Dynamics (1998–2009) at RIKEN Brain Science Institute, Japan using a 151 gradiometer whole-head Omega system (CTF/ VSM MedTech Ltd., BC, Canada). In synchrony with the MEG signals, vertical and horizontal EOG and ECG were recorded at the same sampling rate of 1250 Hz. In addition, eye position during the whole run was recorded with an eye tracking system (Avotec Inc., Jensen Beach, FL, USA) mounted on the goggles.

The subjects’ head location was recorded at the beginning and end of each run, which lasted about 4 min. Average head movement of each subject during a run was around 1–2 mm. Runs in which movement exceeded 4 mm were repeated.

Offline, the MEG signals were converted to a 3rd-order synthetic gradient, low-pass filtered at 200 Hz, and resampled at 625 Hz. Trials where the eyes deviated more than 1° from the fixation cross, or where the subject blinked, were identified using the eye tracker and EOG data, and were removed from further analysis.
Data analysis

All MEG and MRI data (from GY and the three control subjects) were analyzed in the same way at the Laboratory for Human Brain Dynamics at AAI Scientific Cultural Services Ltd., Cyprus. Independent component analysis (Jahn et al., 1999) in conjunction with ECG data was used to remove the cardiac artifacts. The cleaned MEG signals were then divided into 600 ms trials, from −200 to 400 ms with respect to stimulus onset.

Tomographic source analysis

Magnetic field tomography (MFT) (Ioannides et al., 1990; Taylor et al., 1999) was applied to single trial MEG signals to estimate the three-dimensional distribution of current sources throughout the brain, independently for each snapshot (time point of a single trial) of data. MFT uses a non-linear algorithm for solving the biomagnetic inverse problem. It estimates the primary current distribution \( \tilde{j}(r) \) inside the source space \( S \) with the following recursive expression:

\[
\tilde{j}_{n+1}(r) = j_n(r) + \sum_{k=1}^{N} A_{ik}^n \phi_k(r) w_0(r), \quad r \in S
\]

where \( A_{ik}^n \) are scalar expansion coefficients, which must be determined together with \( j_n(r) \) in every iteration, \( w_n(r) \) is the initial a priori probability weight function, which in practice is determined independently for each experimental arrangement (i.e. for each run and subject) through a training session with a known set of current dipoles spread throughout the source space, and \( \phi_k(r) \) are the lead field functions, which relate \( j(r) \) to the magnetic field \( b_k \) measured at \( k \)th MEG sensor:

\[
b_k = \int S \phi_k(r) \cdot j(r) d r, \quad k = (1, ..., N)
\]

By combining Eqs. (1) and (2) in every iteration we obtain a set of equations:

\[
b_i = \sum_{k=1}^{N} A_{ik}^n \int S \phi_k(r) \cdot \phi_i(r) w_0(r) j_n(r) d r, \quad i = (1, ..., N)
\]

where \( A_{ik}^n \) can be determined. Then by substituting \( A_{ik}^n \) in Eq. (1), \( j_n(r) \) is found. To overcome the ill-posedness of the Eq. (3) in the software implementation of MFT Tikhonov regularization is used, with the regularization parameter pre-determined using computer simulations. In the current study and in all our earlier studies the current source distribution, \( \tilde{j}(r) \), has been estimated using one iteration (\( j_1(r) \)), with a starting choice of \( \tilde{j}_0(r) = 1 \). The detailed analysis of lead field expansions has shown that the standard form of MFT has optimal stability and sensitivity for localized distributed sources (Taylor et al., 1999). In contrast to linear inverse methods, standard MFT relies less on the raw lead fields and makes more use of the measured data. Specifically, it makes less assumptions than the linear methods, because in the standard MFT only the direction of the current source distribution is expressed by a linear expansion in lead fields, while the linear methods presuppose that both direction and strength of the current source distributions can be expressed in a single linear expansion in the lead fields.

For each subject, five partially overlapping source spaces, covering the left and right hemispheres, and front, back and top of the brain have been defined. MFT was used to estimate the current source distribution separately in each source space using signals from the 90 MEG sensors best covering the source space under examination. The MFT estimates from all five source spaces were then combined together, with a weighting that reflects the sensitivity profile of the inverse solution at each source space point, yielding a final source space that covers the entire brain.

Post-tomographic source analysis

Sets of single trial MFT estimates were then used to compute a time-varying signal-to-noise ratio (SNR) (Laskaris and Ioannides, 2001; Raz et al., 1988) map for each stimulated location of the visual field, experimental day and subject. The SNR was computed using the following formulæ:

\[
\text{SNR} = \frac{SP}{N^P N^P}, \quad \text{SNR} = \frac{\sum_{i=1}^{N^P} X_i(t,p)}{\sum_{i=1}^{N^P} \|X_i(t,p)\|_{L_2}^2}, \quad SP = \frac{1}{P} \|X_i\|_{L_2}^2, \quad 1/N^P
\]

where \( X_i(t,p) \) is a \( p \) ms interval centered at \( t \) ms latency and extracted from the \( i \)th single trial. The SNR values for each brain voxel were computed using 20 ms windows (i.e. \( p=20 \)) moving from −190 to 390 ms (i.e. \( t=-190, ..., 390 \)). Each SNR map was generated from a set of 50 to 60 single trial MFT estimates and in all figures presented in this paper SNR values above 0.2 are shown. This SNR threshold was selected so as to eliminate all pre-stimulus activity in control subjects. The methodology was successfully applied in a number of recent studies, always showing peak activations in V1 in close agreement with the known retinotopic organization of V1: Stimuli falling in one visual hemifield (i.e. UR, RHM, LR, LL, LHM and UL) elicited activations in the contralateral brain hemisphere, while stimulations of the lower and upper visual field locations (i.e. UVM, UR, LR, LVM, LL and UL) activated regions dorsal and ventral to calcarine sulcus respectively.

Regions of interest and regional time courses

SNR maps were visually inspected timeslice-by-timeslice and brain regions that exhibited distinct activations consistently across the three experimental days were identified. For each subject the centroids of such activations were designated as centers of spherical regions of interest (ROI) with a radius of 1 cm. The principle direction for each ROI, which is the dominant orientation of the current density vectors in that ROI was calculated using circular statistics (Fisher, 1993), an established framework for identification of statistically significant distributions based on both magnitude and direction of vectors (Ioannides et al., 2005; Pohgosyan and Ioannides, 2007, 2008). For control subjects and the unaffected visual hemifield of the patient GY, ROIs were sought starting from the first suprathreshold response on each SNR map till 100 ms after stimulus onset. For three stimuli (UR, RHM and LR) that fell in the cortically blind hemifield of GY, ROIs were defined from the first suprathreshold responses elicited by them; for each of these three stimuli the first response was identified at latencies longer than 130 ms and within the high-level visual cortex. Three such ROIs were defined in the ipsilesional left hemisphere. Three additional ROIs were defined, one for each “unseen” stimulus, in the same (ipsilesional left) hemisphere from the first responses in the early visual cortex (area V2 or V3). Next we identified three ROIs in each control subject corresponding to the three high-level ipsilesional ROIs of GY. Such ROIs were defined based on anatomical and functional criteria. Anatomically they had to be within 1 cm from their respective patient ROIs in the Talairach space (Talairach and Tournoux, 1988) and have similar localization with respect to sulcal/gyral landmarks — the ROIs were around middle occipital gyrus (MOG), superior temporal sulcus (STS) and middle temporal gyrus (MTG). Functionally, their localization and latencies had to be reproducible across the three experimental days.

Regional activation curves (RAC) were then generated for all V1 ROIs in intact hemispheres and the three high-level ipsilesional ROIs, for both controls and the patient. RAC describes the activation time course of an ROI along its principal direction and were generated from single trial MFT estimates by integrating, for each time point of 1.6 ms, the projections of the current density vectors along the principle direction in the ROI. To quantify the signal content in an ensemble of single trial RACs we computed their signal power (SP) (Laskaris and Ioannides, 2001; Raz et al., 1988) using a 10 ms moving window. SP time courses were
generated separately for each ROI, stimulated visual field location and subject.

Computer simulations

The data for GY and control subjects were recorded at different sites using two different MEG systems. Our analysis methodology is robust enough to adequately deal with this limitation, as earlier studies have demonstrated (Ioannides et al., 2002). We nevertheless confirm here, using computer simulations, the consistency of the source localization across the two systems and the ability to identify and distinguish two concurrently active nearby sources (in V1 and V2, ~0.9 cm apart). The details of computer simulations are provided in the Supplementary methods.

Results

Analysis of simulated data

The analysis of simulated data showed that the localizations obtained from GY and our controls subjects can be directly compared despite the differences in the MEG hardware used to record the signals in each case, and that the employed methodology is capable of identifying concurrently active source in V1 and V2 (see Supplementary results and Supplementary Figs. 1 and 2).

Source analysis in the intact hemispheres

Controls

The first SNR activation (above the threshold of 0.2) in both brain hemispheres of the normal subjects was identified between 40 and 70 ms post-stimulus, with its peak localized in V1. These peak activations were in good agreement with the known retinotopic organization of V1 (Holmes, 1945; Horton and Hoyt, 1991): the activations were contralateral to stimulus hemifield, stimuli in the lower and upper visual fields activated regions dorsal and ventral to calcarine sulcus respectively, and activations in response to parfoveal stimulations were localized more posterior and closer to the occipital pole compared to activations elicited by peripheral stimulations, which were deeper in the calcarine. The responses elicited by stimuli presented along the visual meridians (i.e. UVM, RHM, LVM and LHM) were localized within 2–3 mm of the corresponding fMRI representations, which were obtained for normal subjects in an independent fMRI experiment (Fig. 2A).

Following this initial response in V1 the activity rapidly spread through the early visual cortex, ventrally toward occipitotemporal and dorsally toward posterior parietal brain regions. The results for one normal subject are shown in Fig. 3A (LL stimulation) and 3B (UL stimulation). The points with 50% or higher probability for cytoarchitectonic areas V4 and V5 are also displayed on the figure shows that the relative alignment of the retinotopic areas V1–V3 defined from our MEG-based source analysis and the areas V4 and V5 defined from the probabilistic cytoarchitectonic maps (Eickhoff et al., 2005) is consistent with the known organization of visual cortex: V4 and V5 fall nicely just outside the retinotopic areas V1–V3.

The range of stimuli used for GY was more limited, but still, in the intact hemisphere the approximate borders between early visual areas can be defined by lines connecting the ROIs for stimuli along the meridians with the occipital pole (right part of Fig. 2B). These ROIs were defined from the early responses at latencies similar to the ones identified in normal subjects. The estimates for the V1–V2 and ventral V2–V3 borders were consistent with the results from the control subjects. Furthermore the first activations elicited by stimuli just off the horizontal meridian fall nicely within the expected cytoarchitectonic area.

Time courses in the intact hemispheres

To examine the temporal dynamics of individual ROIs for different stimulated locations, we produced RAC-based SP time courses from single trial MFT estimates, for all V1 ROIs and the three “ipsilesional” ROIs, for normal subjects and for the patient (see Regions of interest and regional time courses section). In normal subjects, the V1 time courses for the retinotopically appropriate stimuli were highly reproducible across different experimental days as already reported for quadrant activations (Poghosyan and Ioannides, 2007). Fig. 4 shows V1 time courses for all stimuli; the curves from each of the three experimental days are superimposed demonstrating the reproducibility of responses. The figure shows also the separation into processing phases, defined by the two distinct responses, in the 50–100 and 100–200 ms latency ranges. These results (Fig. 4, see also Fig. 9) together with our recent findings (Ioannides and Poghosyan, 2012) and other converging

Regions of interest in the intact hemispheres

We used the first 100 ms of the post-stimulus period to discern notable SNR activation peaks in normal subjects and in the intact hemisphere of GY. For each stimulated location we then defined ROIs centered at the corresponding peaks. In both brain hemispheres of normal subjects, the distribution of the ROIs on the flattened occipital cortex followed the classic visual field maps (Fig. 2A). In normal subjects stimuli were presented in the quadrants and on the meridians of the visual field at two different eccentricities. The borders between early visual areas could thus be estimated by connecting the representations of stimuli placed at different eccentricities on each meridian on the flattened occipital cortex using the following procedure. The ROIs obtained from the first activations elicited by stimuli presented along the upper and lower vertical meridians (UVM and LVM) defined respectively the ventral and dorsal borders between areas V1 and V2. The ROIs obtained from the next activations elicited by the same stimuli (UVM and LVM) defined the borders of V3 and V4. For the data analyzed here the V1–V2 border was identified in all hemispheres but the V3–V4 border only in some hemispheres. The ROIs obtained from the first activations elicited by stimuli presented along the left and right horizontal meridians (LHM and RHM) separated the ventral and dorsal portions of V1. The ROIs obtained from the next activations elicited by the same (LHM and RHM) stimuli defined the borders between areas V2 and V3 in the right and left brain hemispheres respectively. This putative border allocation was substantiated by three independent results. First, stimuli presented in visual field quadrants elicited activity in early visual areas in-between the corresponding representations of vertical and horizontal meridians. The entire set of ROIs was perfectly consistent with the retinotopic maps obtained routinely with fMRI. Furthermore, the latencies and the sequence of activations from which the ROIs were defined were in accord with a feedforward spread of activation. Second, as can be seen in Fig. 2A, our V1–V2 border estimates (white lines) are in excellent agreement with the independent fMRI estimates (black lines). Finally, the relative alignment of the retinotopic areas V1–V3 defined from our MEG-based source analysis and the areas V4 and V5 defined from the probabilistic cytoarchitectonic maps (Eickhoff et al., 2005) is consistent with the known organization of visual cortex: V4 and V5 fall nicely just outside the retinotopic areas V1–V3.

The spatial and temporal pattern of visual responses in the intact hemisphere of GY was similar to that of control subjects (using the same SNR threshold of 0.2): Specifically, the first brain responses to left visual field stimulations were identified in the right V1 at “retinotopically correct” locations between 50 and 70 ms post-stimulus (Fig. 2A right part). Thereafter, the activity rapidly traversed the visual cortical hierarchy (Figs. 3C and D). Again responses were stronger for lower rather than upper visual field stimuli.
evidence (Liu et al., 2002; Meeren et al., 2008; Sugase et al., 1999) show that in the first 200 ms after stimulus onset normal visual processing contains at least two phases, spanning roughly the first and second 100-ms post-stimulus intervals respectively. During each phase activity starts in V1 and spreads thereafter in a feedforward direction through the hierarchy of visual cortical areas. In accord with earlier studies...
and the evidence from our SNR maps, SP time courses were stronger in response to lower than upper visual field stimuli.

Fig. 5 shows time courses for the patient’s intact (right) hemisphere V1 ROIs, defined separately for UVM, UL, LHM, LL and LVM stimuli (see Regions of interest and regional time courses section). No noticeable V1 activation was seen for stimuli presented in the cortically blind right hemi field (not shown). In all V1 ROIs the strongest SNR was found in response to retinotopically corresponding visual field location (shown in Fig. 5). In line with the results from normal subjects, the visually evoked activity in the intact hemisphere contained two distinct responses, at ~70 and 150 ms latencies, corresponding very likely to the two-phase visual processing scheme observed in the normal subjects. Furthermore, SP was higher in response to stimuli presented in the lower than upper visual field, especially during the first phase of processing.

Results from the left (ipsilesional) hemisphere of GY

We studied next the activity elicited by stimuli presented in GY’s cortically blind right hemi field (UR, RHM and LR). The most striking difference between the activations in the damaged hemisphere compared to the ones in the intact hemisphere was the absence of activity during the first phase of processing (<130 ms). Setting the same SNR threshold of 0.2 as the one employed for the control subjects and for the intact hemisphere, the first activations in the damaged hemisphere elicited by stimuli presented in the patient’s blind hemi field (right hemi field; UR, RHM and LR) appeared between 140 and 160 ms post-stimulus in the damaged hemisphere (white crosses in the left part of Figs. 2B, and 6). These first responses in the damaged hemisphere are shown in Fig. 6 superimposed on MRI anatomical slices and inflated cortical surface. For ease of reference the putative MT+/V5 according to cytoarchitectonic probabilistic maps (Malikovic et al., 2007) is also displayed on the inflated maps. The three identified activations were localized in the middle occipital gyrus (MOG, upper row in Fig. 6); around the confluence of superior temporal sulcus (STS), middle temporal gyrus (MTG) and MOG (middle row in Fig. 6); and on the border of MTG and STS (lower row in Fig. 6).

The left part of Fig. 2B shows the locations of the peak activity (white crosses) for each of the three areas on the flat map of the damaged hemisphere together with the putative V4 and V5 areas. The absence of retinotopic activations in early visual cortex did not allow us to define the visual area borders in the damaged hemisphere. However, the juxtaposition in Fig. 2B of the left hemisphere with the intact right hemisphere strongly suggests that these first activations in the damaged hemisphere are in the high-level visual cortex.

Following these first responses in the damaged hemisphere activity spread forward to occipitotemporal cortex and backward to early visual cortex (Figs. 7A, B and C). The locations of the first responses in the early visual cortex elicited by stimuli presented in the cortically blind right hemi field (UR, RHM and LR) are shown in Fig. 2B (yellow shapes in the left part). The responses to UR and LR stimuli likely fall within area V2 or V3, while the first response to RHM stimuli is within V3A or V7. Although the LR elicited response is in a brain region with above 50% probability for V4 based on cytoarchitectonic probabilistic maps, its location relative to calcarine sulcus/lesion and the juxtaposition of left and right hemisphere flat maps indicate that the response is in ventral V2 or V3. However, in contrast to responses in the intact hemisphere (Figs. 7D, E and F) these late ‘feedback’ activations did not adhere to classic retinotopic organization: responses to upper and lower visual field stimuli were localized in dorsal and
ventral early visual cortex respectively (see the yellow shapes in the left part of Fig. 2B and zoomed insets in Figs. 7A and C). They were also less organized in time (Fig. 8).

Fig. 9 shows SP time courses for the patient in the three high-level ipsilesional ROIs (note the absence of response during the first processing phase, < 130 ms). Both left and right visual hemifield stimuli produced prominent responses in these ROIs, confirming that they are located beyond the classic retinotopic cortex and in high-level visual areas. The response latencies of all three ROIs for left (ipsilateral) hemifield stimuli (retinotopically mapped to the intact hemisphere) were very similar, starting around 120 ms post-stimulus and peaking at ~150 ms. The latencies in response to right (contralateral) hemifield stimuli (retinotopically mapped to the damaged hemisphere) were slightly longer, stronger and more variable across stimulus locations.

Finally, we identified three ROIs in each normal subject corresponding to the GY's three ipsilesional high-level ROIs (see Regions of interest and regional time courses section). Fig. 10 shows the SP time courses in these three ROIs in the representative normal subject. The responses in these three left hemisphere ROIs for the normal subjects and GY can be contrasted in the context of two-phase visual processing. The responses in normal subjects (Fig. 10) show two clear visual processing phases: in all three ROIs the responses in the first phase peak around or just before 100 ms post-stimulus for the contralateral stimuli (right visual field stimuli) and about 20 ms later for the ipsilateral stimuli. In the second phase, the peak activity is earlier in the left MTG (green lines) at ~150 ms post-stimulus, while the activity in the other two ROIs peaks at ~200 ms. For the patient no evoked activity was found before 120 ms in the damaged hemisphere. The latencies of the first responses in these three ipsilesional ROIs approximate those of the second-phase responses in the normal subjects. The responses from the damaged hemisphere of GY therefore suggest that in the absence of V1 the entire first visual processing phase is missing. The responses in each of these three high-level visual areas in the patient peaked roughly at the same latency (Fig. 9), similar to the first-phase responses in normal subjects (Fig. 10). The latencies of responses elicited by stimuli in the cortically blind contralateral hemifield were 10–20 ms longer compared to responses in the same areas elicited by stimuli in the sighted ipsilateral hemifield.

Discussion

Our results showed that the visual processing in normal subjects in the first 200 ms of the post-stimulus period proceeded in two phases, spanning roughly the first and second 100-ms post-stimulus intervals, respectively, in good agreement with other studies (Ioannides and Poghosyan, 2012; Liu et al., 2002; Meeren et al., 2008; Sugase et al., 1999). In each phase the stimulus-evoked activity started in V1 and quickly spread through the dorsal and ventral streams toward higher levels of visual cortical hierarchy up to post-retinotopic extrastriate areas (Ioannides and Poghosyan, 2012).

The early visual processing elicited by normally perceived stimuli projected in the left hemifield of GY produced activity in his intact (right) occipital lobe which followed the spatiotemporal pattern observed in healthy subjects, including the canonical retinotopic organization (Baseler et al., 1999), response timing and sequence, and segmentation into two distinct processing phases. However, visual processing in the damaged (left) hemisphere for unseen right hemifield stimuli was qualitatively different. In fact, no cortical response was evident at latencies covering...
the first processing phase (~130 ms). This clearly indicates that the responses in extrastriate visual areas observed in the intact brain during this phase are determined by the feedforward progression of activity initiated in V1. The first activations elicited by stimuli in the cortically blind hemifield occurred after 140 ms in the contralateral (ipsilesional) high-level extrastriate areas around MOG, MTG and STS. Following this first response, the activity spread forward rapidly through temporal and occipital cortices toward higher level areas and backward toward early retinotopic visual areas. The back-propagated activity reached earlier visual areas such as V2/3 in 10–20 ms. However, in contrast to responses in the intact hemisphere, this activity did not follow the classic retinotopy. Specifically, stimuli presented in the lower right quadrant of visual field (LR) elicited activity predominantly in the ventral V2/3, while the activity in response to stimuli presented in the upper right quadrant of visual field (UR) was in dorsal V2/3. This spatial organization of responses does not agree with the predictions of classic retinotopic model, according to which LR and UR stimuli should produce responses in dorsal and ventral portions of the early visual cortex respectively. However, the back-propagated activity may follow non-classic retinotopy resulted from the reorganization of the visual cortex following the long-term lesion of V1 (Rosa et al., 2000).

The delineation of early visual cortical areas of normal subjects provided here is consistent with the maps obtained routinely with fMRI. For each control subject, the V1–V2 borders (representations of the vertical meridian), estimated in the current study on the basis of source analysis of MEG data alone, were in excellent agreement with those obtained from an independent fMRI experiment. The correct estimation of the vertical and horizontal meridians, delineating the early visual areas, allowed assignment of responses and ROIs within cytoarchitectonic areas purely on the basis of the tomographic source analysis of MEG signals at least for V1, V2 and V3. The resulting spatial distribution and temporal sequence of evoked responses are in line with a feedforward sweep of activity through the visual hierarchy (Lamme and Roelfsema, 2000).

**Earlier studies**

Patient GY has been examined in numerous previous studies. The results we reported here are largely consistent with these previous findings, although a detailed comparison has not been always possible, either because different stimuli and protocols have been used or because previous techniques did not provide results with comparable timing and spatial accuracy. In the present study we have opted for stimuli known to produce a strong response in V1 so as to minimize the chances of missing weak activations initiated in “islands of preserved cortex” in early retinotopic areas that have been suggested as possible explanation of blindsight in several patients. Our results found no such evidence, thus strengthening the conclusions from earlier studies of GY (Kentridge et al., 1997; Weiskrantz, 2009a). The identification of activity in the damaged hemisphere in high-level areas is thus even more convincing because the stimuli we used do not usually give strong responses in these areas. The activation identified close to the MT+/V5 in our study is consistent with other studies using PET (Barbur et al., 1993), MEG (Holliday et al., 1997) and fMRI (Goebel et al., 2001) in the same patient. In the early PET (Barbur et al., 1993) and MEG (Holliday et al., 1997) studies the actual tasks and stimuli were rather different and no coordinates are available for detailed comparison. Based on the Talairach coordinates (Talairach and Tournoux, 1988) the MT+/V5 activity found in the fMRI study (Goebel et al., 2001) is ~1.4 cm from our MT+/V5 ROI, and the activity...
Goebel et al. identified in response to coloured images of natural objects is ~1.3 cm from our MOG ROI.

It is worth comparing our results with those of a combined fMRI and MEG study in another hemianopic patient with cortical blindness, admittedly of much younger age (Schoenfeld et al., 2002). The activity center for V5 from this study was ~2.2 cm away from ours and the one for LOT ~0.9 cm from our MOG activity. The timing of the peak activity elicited by stimuli in the blind hemifield was not quoted, but the beginning of the activity was similar to the one observed in our study, as was the observation that “… evoked activity occurred earlier in the higher-tier visual areas V4/V8 and V5 than in the lower-tier areas V2/V3 adjacent to the lesion.”

Although the experiments discussed above differ in important ways to the one we did here, the overall consistency of the results across studies is
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Fig. 8. SP time courses for estimated V2 ROIs in GY. Each figure displays time course for one quadrant of visual field (printed on its upper left part) for the corresponding ROI.

important, because it suggests that an access to higher level visual cortex, is available from the blind field and is not dependent on V1. Recent evidence from animal and human neuroimaging studies suggests the existence of at least two separate extra-geniculostriate pathways bypassing V1 and linked to functional and behavioral evidence of blindsight. One pathway involves direct connections between the intercalated layers of V1 and linked to functional and behavioral evidence of blindsight. One pathway involves direct connections between the intercalated layers of V1 and a-—MT+/V5, which is especially involved in movement perception (Bridge et al., 2008; Schmid et al., 2010). The other pathway involves a disynaptic pathway connecting the superior colliculus to extrastriate occipito-temporal areas via the visual pulvinar, particularly active in visual—motor integration and “attention blindsight” (Lyon et al., 2010; Tamietto et al., 2010). The spatiotemporal precision of our results supports and extends these previous findings showing that, if this is indeed the way the stimulus effect reaches the blind hemisphere, this extra—geniculostriate access is activated during the second phase of visual processing and it spreads back into the earlier visual areas in a non—retinotopic manner and without precise time sequencing. We did not attempt to identify the subcortical origin of this extrastriate activity because the MEG hardware we used may not be very sensitive to deep sources. Another possible access to higher level visual cortex may be from neurons with very large receptive fields dispersed in early retinotopic cortex (e.g. in prostriata or V2 areas). These neurons may not form topographically well—defined groupings of neurons and hence produce no measurable MEG signal, but they may converge onto well—defined circumscribed regions in the high—level visual areas and thus produce the activations we have identified. The appearance of these activations in the second phase of processing may be due to a combination of the contribution from earlier visual areas and directly from subcortical routes, as both inputs might be needed to give rise to a measurable signal.

Data analysis methodology

In the present study we used tomographic source analysis (MFT) (Ioannides et al., 1990; Moradi et al., 2003; Papadelis et al., 2009; Poghosyan and Ioannides, 2007; Taylor et al., 1999) of single trial MEG signals to identify the precise spatiotemporal sequence of visual cortical responses following presentation of simple checkerboard patterns. MFT was used routinely to map activity in the brain of individual subjects for almost every MEG multichannel hardware, from the early systems covering only part of the head (Ribary et al., 1991) to most of the whole head systems used today, including the two used in the current study. Although MFT can reliably recover reasonably deep sources (Ioannides et al., 2005), in the current study we focused only on relatively superficial neural sources where the sensitivity of both MEG hardware is excellent. Separate experiments have demonstrated that activity within V1 can be reliably extracted and differentiated from activity in extrastriate areas when the V1–V2 border is available from an independent fMRI measurement (Moradi et al., 2003). More recently we also showed that information from cytoarchitectonic probability maps can be combined with the tomographic estimates (Papadelis et al., 2011), and that the spatiotemporal evolution of activity elicited by simple stimuli can be reliably and reproducibly extracted in different cytoarchitectonic areas (Poghosyan and Ioannides, 2007). Here, the analysis of simulated data has demonstrated that the activity in locations within V1 and V2 can be disentangled using the two different MEG systems. In this work we have also extended the methodology so as to define the borders of visual areas and map the activity within each visual area from the MEG data alone. We tested the new capability using fMRI V1–V2 borders for normal subjects and the cytoarchitectonic probabilistic maps for all subjects. While such a delineation of early visual cortical areas using MEG is a very valuable capability, more detailed tests and validation with fMRI—based retinotopic maps are necessary to confirm accuracy and reliability of the procedure. Taken together our results demonstrate the effectiveness of the methodology for both MEG systems used in this study and the results of the analysis of the real MEG data underscore their overall consistency with known properties of the visual system.

Different MEG systems

Could the use of different MEG hardwares in GY and normal subjects introduce spurious effects in our results? The rationale of our analysis is simple: our main comparison is between the intact and damaged hemispheres of GY. For this critical comparison, the issue of different MEG facilities does not apply. However, we first tested

Fig. 9. SP time courses for the three post—retinotopic ipsilesional ROIs in GY. Time courses for the three ROIs are superimposed (red — left MOG BA19, blue — left MT+/V5, green — left MTG BA37). Each figure displays time courses for one location of the visual field, which is specified in its upper left part (UVM, UR, RH, LR, LV, LL and UL) and corresponds to its schematic location within the figure.
the hypothesis that the neural processing in the intact hemisphere of GY is consistent with what we have observed in our detailed study in normal subjects (albeit with another MEG hardware). Indeed, we found very similar spatiotemporal response patterns in the intact hemisphere of GY and in healthy subjects. If the result was different then one could justifiably argue that these differences were due to the differences in the hardware. The results were however similar and this, if anything, argues that there was no unexpected effect introduced by the use of different MEG systems on our results. The similarity of the activity patterns between the intact hemisphere of GY and healthy subjects, and the consistency with the previous literature shows that any possible spurious effect of different MEG hardwares is negligible. The key comparison between the intact and damaged hemisphere of GY is, of course, done with the same system.

At the time of the experiment with GY the MEG laboratory at RIKEN Brain Science Institute, where the experiments with normal subjects have been conducted, had been decommissioned. Therefore the experiment with GY was conducted in a different laboratory at ULB-Hôpital Erasme using identical parameters for the stimuli, except for small differences to ensure that stimuli presented in the right hemisphere of GY: one source along the parieto-occipital sulcus (see Fig. 3C at 60 ms) and another in ‘deep’ subcortical structures (see Fig. 3C at 66 ms). An early, concurrent with V1, intermittent activity along the parieto-occipital sulcus has been reported also earlier (Portin et al., 1998; Tzelepi et al., 2001; Vanni et al., 2001). Studies have suggested this area to be the human homologue of monkey’s V6 and reflect an automatic activation of a part of the attention- or visuomotor-related networks (Vanni et al., 2001).

The deep source on the other hand may be an artifact of the source localization process, or a reflection of a true subcortical source. The former explanation we consider unlikely, because the methodology we used here does not usually have such artifacts. It solves the inverse problem using five separate source spaces (see Tomographic source analysis section). The solutions are then combined together into a final source space that covers the entire brain. The use of regularization in solving the inverse problem reduces such ‘ghost’ images, but even in the case where the regularization is not enough to eliminate such sources, they will appear at different locations in each source space, and will be heavily penalized when the solutions from different source spaces are combined. Nevertheless, we cannot fully exclude such possibility.

The marked asymmetry between the brain responses to upper and lower visual field stimuli observed in the current study has been reported earlier in normal subjects (Fylan et al., 1997; Portin et al., 1999; Tzelepi et al., 2001) as well as in GY (de Gelder et al., 2001). Evidence suggests that upper and lower visual fields have different functional roles, with lower field superiority found in majority of tasks (Bloudeau and Faubert, 1997; Danckert and Goodale, 2001; Gennaro et al., 2001; Rubin et al., 1996; Skrandies, 1987). However, upper field advantages in a number of tasks have also been reported (Goldstein and Babcock, 2001; Zhou and King, 2002). Moreover, receptors and ganglion cells are denser in the human upper than lower hemiretina (Curcio and Allen, 1990; Curcio et al., 1990), ensuing an anatomical overrepresentation of the lower fields in the retina. This visual field specialization has been attributed to the adaptation of the human visual system to the environment in which we live (Previc, 1990; Skrandies, 1987).

Conclusions

Our results show that the response to “unseen” stimuli in a cortically blind patient with V1 lesion is delayed in time, does not adhere to classic retinotopic organization and appears first on the cortex in high-level extrastriate dorsal areas, whereas the spatiotemporal responses to the intact hemisphere are similar to the standard pattern observed in healthy subjects.
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